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Abstract: 
Sound localization system is an autonomous system that detects which direction the sound came from by imitating the human ear.
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The main objectives of this project is :

·   Develop the Sound Source localization method to satisfy some conditions for robot auditory system. 
·   Localize the source in 2D spaces. 
·  Use the minimum number of microphones for reducing the hardware requirements.
This technology can be used in important applications as :

· Earthquake rescue Robot.
A robot that enters dangerous places as buildings after earthquakes, and finds  remaining people and localizes where they are. 
· moving camera in vedio conference  .
So camera moves toward the speaker automatically .This technology is autonomous so no extra hardware used.
· Develop a Human-like-Robot!
By giving the robot auditory system .
· Security & surveillance applications .
Moving surveillance camera and microphone toward the sound source for security issues

How the Human Ear can locate the sound source?
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 The human auditory system uses several cues for sound source localization, including time- and level-differences between both ears, spectral 

information, timing analysis, correlation analysis, and pattern matching.
 --For frequencies below 800 Hz, mainly time differences are evaluated (phase delays).
--For frequencies above 1600 Hz mainly level differences are evaluated.
--Between 800 Hz and 1600 Hz there is a transition zone, where both mechanisms play a role.
Our tries :
· Calculating sound Intensity .
 The sound which has much intensity is the closest .
 Failed ! Because the sound source is not constance ,therefore the intensity differs from source to another, so it difficult to distinguish which is the closest . 
· Using 4 microphones.
Problem! In this way limited directions can obtained. 
· Using set of microphones.
Problem!   A lot of hardware is used. 
· Our final design is to use 3 microphones.
Our Final Design:

Instead of detecting phase difference in the audio signal, our system detects the arrival time of the signal at a certain amplitude at each microphone.
We used 3 microphones . 

High Level Design:
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The three microphones were used to triangulate the angle of the source relative to the system. Instead of detecting phase difference in the audio signal, our system detects the arrival time of the signal at a certain amplitude at each microphone.
High Level Design Diagram 
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The System is designed to be autonomous and is, therefore, not synchronized with the pulse generator. As a result, the time of flight of each impulse is not available and the system is unable to quantify the distance to the source. To find the sound source, the system listens for the arrival of an impulse on any of the three microphones. Once an impulse has been detected at one of the microphones, the system records the microphone data at 10 microsecond intervals for 10 milliseconds. Using this data, the arrival time of the impulse at each microphone is calculated and the direction of the source is obtained. 
Mid-level Design
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Software-hardware tradeoffs

Most notably, interfacing with the microphones had a complicated circuit to parse information before the software on the MCU manipulated the data. While the MCU does have channels A/D converter which is significantly more than the 3-channels required for triangulation, the on-board A/D converter requires several hundred microseconds to converge for a single channel, and only 1 channel can be read at a time. As a result, reading all three microphones on the MCU would require about 1-2 ms. Since the microphones were positioned 7 inches apart, it would take less time for the sound wave to travel from the first microphone to the second microphone then for the first A/D reading to converge. Furthermore, reading the microphones in serial instead of parallel would create an inherent delay added asymmetrically to the microphones, making it difficult to triangulate the source of the microphone. Consequently, most of the manipulation of the microphones was done in hardware to maintain the functionality of the system.
Microphone Circuitry
To control the level of the microphone output, resistors are used to center the signal around 1.5V. This level-shifted output is amplified via an operational amplifier and then passed through a passive lowpass filter. It is then put through a half-wave rectifier with a capacitor to bridge the gaps between positive swings caused by the half-wave rectifier. That output is then passed though an analog comparator to discretize the signal for reading into the port pin on the MCU. The discrete output of the microphone circuit is approximately 4V when sound is detected and 0V when no sound is detected. 
Hardware Stuff that Didn't Work
There were many routes that were experimented with before the best hardware design was found. The servo control circuitry was simple and therefore did not require multiple revisions; however, the analog filter circuit for the microphones went through multiple revisions of both design and fabrication. A bandpass filter was originally implemented on our op-amp in order to pass an audio pulse of 2kHz frequency from the microphone, which was selected based on its wavelength as compared to the dimensions of the system. The bandpass was being implemented on the same op-amp as our signal amplifier in order to save fabrication space and complexity, however its protoboard design gave unreliable results and poor attenuation of frequencies outside of the passband. Therefore, additional highpass and lowpass filters were added to the output of the op-amp bandpass/amplifier combination in order to implement a 2-pole bandpass filter to achieve greater attenuation of frequencies! outside of the passband. However, the quality of the overall filter was still lacking and the overall signal attenuation was too great. Adding another amplifier stage to increase the signal amplitude to desirable levels was unfavorable because of its increased fabrication complexity. Next, the amplifier circuit was separated from the filter circuitry and passive filters were implemented instead. However, it was noted that the highpass filter was still attenuating the signal greatly at all frequencies instead of filtering the signal selectively. Therefore, the design was changed to the current design, lowering the target frequency to the sub-1kHz range and using only a passive low-pass filter with the op-amp amplifier.
Background Mathematics:
The three microphones are placed at equal distances (18 cm apart=same distance between the two human ears) and one microphone is chosen as the first microphone. To find the location of the sound source, the difference in the arrival time of the signal at the microphones is calculated according to the equations shown below :
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To calculate the angle of the source with respect to the front of the car, a lookup table containing arrival times and angles is used. The arrival times in the lookup table are calculated using the speed of sound (343.966 m/s) and the distance between microphone one and the other microphones on the plane of the sound wave fronts for each angle in the table. This table maps the time differences t1 and t2 to a specific angle with an accuracy of 1 degree. Once the arrival times are observed, an angle is chosen based on the closeness of the relative arrival times to t1 and t2.
Software Design

Our has three software state machines :
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· Stabilize:
 waits for silence on all three microphones to ensure that system will only listen to the start of the audio pulse, and not the middle or end of a pulse. Once the system hears silence, it transitions to the Listen state.
· Listen:

the MCU constantly samples the microphone port pins until the start of an audio pulse is detected. Once the pulse is detected, the system records the next 10 ms of audio and determines the time of the first pulse on each microphone. If only one or two of the microphones hear the pulse, then the sample is discarded. After data are sampled, the machine transitions into the Locate state.
· Locate :
The three microphone timestamps are then used as indexes into a Matlab-generated lookup table.The lookup tables is used to find the direction of the source.
Problem We Faced:
· Reflections: 
which leads to multiple the path of the sound ,and multiple the direction of the sound, so make it difficult to localize the sound source .
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· Noise.
· Our system designed to be autonomous and is, therefore, not synchronized with the pulse generator. As a result, the time of flight of each impulse is not available and the system is unable to quantify the distance to the source.
· sensitivity of the microphones are not identical
Results:

· Testing results prove that the hardware of the project works properly. 
· The direction we calculate is sometimes inconsistent with the direction of the audio source, possibly due to audio reflections or inconsistent readings on the microphones. 
· The consistency has increased if the stimulus to the microphones is loud and clear such that all 3 microphones detect it cleanly and accurately. 
Conclusions:
· The microphone data observed through the serial port to the PC meets the project expectations when the audio source is relatively close and the volume is high.
· However, the sensitivity of the microphones and the analog circuit did not meet our expectations.
· Additionally, the capacitors used in the circuit proved to have a large margin of error (~20%).  [image: image12.png]




